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Abstract. The asymmetric Hubbard model with hopping integrals dependent on an electron spin (parti-
cle sort) is studied using an approximate analytic method within the dynamical mean-field theory. The
equations of motion for Hubbard operators followed by projecting and different-time decoupling are used
for solving the single-site problem. Particle spectra are investigated at half-filling within various approxi-
mations (Hubbard-I, alloy-analogy and a generalization of the Hubbard-III approximation). At half-filling
these approximations can describe only continuous gap opening in the spectrum. The approach is used
to describe the system between two limit cases (the Falicov-Kimball model and the standard Hubbard
model) with continuous transition where Uc is dependent on the value of hopping parameters of different
particles.

PACS. 71.10.Fd Lattice fermion models (Hubbard model, etc.) – 71.27.+a Strongly correlated electron
systems; heavy fermions – 71.30.+h Metal-insulator transitions and other electronic transitions

1 Introduction

The asymmetric Hubbard model is considered as a gen-
eralization of the Falicov-Kimball model [1] and the
Hubbard model [2]. This model describes a system with
two sorts of mobile particles (ions, electrons or quasiparti-
cles) with different hopping integrals and different values
of chemical potentials.

The hopping of particles is described by creation and
annihilation operators and transfer parameters tσij . The
Hamiltonian of the model is

H =
∑

i

Hi +
∑

ijσ

tσija
†
iσajσ, (1)

where the singe-site part

Hi = −
∑

σ

µσniσ + Uni↑ni↓ (2)

includes chemical potentials µσ and a local on-site repul-
sion U (niσ = a†

iσaiσ). Such a Hamiltonian was considered
in investigating mixed-valence compounds as an exten-
sion of the Falicov-Kimball model [3,4] introducing finite
nonzero hopping integrals of localized particles (f−f hop-
ping). Also, this model can be applied to ionic conductors
with two types of ions.

a e-mail: hera@icmp.lviv.ua

Due to a complexity of the problem the asymmetric
Hubbard model is much less investigated than its lim-
iting cases: the Falicov-Kimball and Hubbard models.
The model was investigated in the large U limit at half-
filling. The effective Hamiltonian corresponding to the
anisotropic Heisenberg model was derived [3,5] and the ef-
fective antiferromagnetic interaction was discussed [4,6].
A phase separation phenomenon was considered in the
ground state of the asymmetric Hubbard model [7]. Some
progress has been achieved in the case of one-dimensional
chains [8,9].

Essential achievement in the theory of the strongly
correlated electron systems is connected with the devel-
opment of the dynamical mean-field theory (DMFT) pro-
posed by Metzner and Vollhardt [10] for the Hubbard
model (see also Ref. [11] for a review). This method is
based on the assumption that the self-energy is a pure
local (single-site) quantity Σσ

ij(ω) = Σσ(ω)δij and it be-
comes exact in the limit of infinite dimensions [12]. The
current growing interest to DMFT is related to a new
developing technique combining DMFT and the density
functional theory within the local density approximation
(LDA). The new approach LDA+DMFT [13] allows one
to calculate the electronic structure of real materials cor-
rectly taking into account the strong local correlations (see
Refs. [14,15] for reviews).

The Falicov-Kimball and Hubbard models were inten-
sively investigated within DMFT (see reviews [11,16]). In
the Falicov-Kimball model, particle densities of states can
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be calculated exactly [17–22]. However, the spectrum of
localized particles was investigated mostly at half-filling.
In the case of the half-filled Hubbard model, a number of
numerical and analytic approximate methods was devel-
oped and applied to the investigation of metal-insulator
transitions [23–34].

We use an approximate analytic approach to the inves-
tigation of the band structure of the asymmetric Hubbard
model in DMFT [35]. This method was developed for the
Hubbard model [36,37] and it is based on a mapping of
the problem onto the effective single-site Hamiltonian with
auxiliary Fermi-operators describing the environment of a
given site. The approach is based on equations of mo-
tion for Hubbard operators followed by the different time
decoupling of the higher order Green’s functions. The ir-
reducible parts are separated off using projecting on the
basis of fermionic Hubbard operators. This approach gives
DMFT equations in the approximation that is a general-
ization of the Hubbard-III approximation and includes as
simple specific cases the modified alloy-analogy approxi-
mation [38] and the Hubbard-III approximation [39]. We
call it the generalized Hubbard-III (GH3) approximation.
Recently, an alternative decoupling scheme in an equa-
tion of motion approach to the Hubbard model in infinite
dimensions has been proposed in reference [40].

This paper is organized as follows. In Section 2, we
review the formalism of DMFT, where particle hopping
can be introduced in two different ways: using the coher-
ent potential or the effective single-site Hamiltonian with
the auxiliary Fermi-filed [36]. The equation of motion ap-
proach with the projecting technique and the different-
time decoupling scheme is described in Section 3. This
approach gives the DMFT equations within the general-
ized Hubbard-III approximation. In Section 4, simpler ap-
proximations to the asymmetric Hubbard model are intro-
duced. In Section 5, some analytic properties concerning
continuous metal-insulator transitions are derived. Our re-
sults are discussed in Section 6, and concluding remarks
are given in Section 7.

2 Dynamical mean field theory

The particle Green’s function in the Matsubara represen-
tation is defined as follows

Gσ
ij(τ − τ ′) = 〈Tτa†

iσ(τ)ajσ(τ ′)〉, (3)

Gσ
ij(ωn) =

∫ β

0

Gσ
ij(τ)e−iωnτdτ, ωn =

π(2n + 1)
β

, (4)

where Tτ denotes imaginary time ordering, and β = 1/T
is the inverse temperature.

If we consider a perturbation expansion in terms of
hopping (tσ) instead of the interaction U , the particle
Green’s function can be written as a solution of the Larkin
equation [41,42]:

Gσ
ij(ωn) = Ξijσ(ωn) +

∑

lm

Ξilσ(ωn)tσlmGσ
mj(ωn), (5)

or in momentum space

Gσ(ωn,k) = Ξσ(ωn,k) + Ξσ(ωn,k)tσkGσ(ωn,k), (6)

where Ξσ(ωn,k) is the total irreducible part (also called
irreducible cumulant) that cannot be divided into parts
by cutting one hopping line. It is connected to the Dyson
self-energy by the relation [11]:

Ξ−1
σ (ωn,k) = iωn + µσ − Σσ(ωn,k). (7)

In the limit of high lattice dimensions d → ∞, the irre-
ducible part becomes a single-site quantity [12,43]:

Ξijσ(ωn) = Ξσδij , Ξσ(ωn,k) = Ξσ(ωn). (8)

The function Ξσ(ωn) or Σσ(ωn) is calculated using the
auxiliary single-site problem. This problem corresponds
to the following replacement

e−βH → e−βHeff = e−βH0Tτ exp
[
−

∫ β

0

dτHint(τ)
]
, (9)

Hint(τ) =
∫ β

0

dτ ′ ∑

σ

Jσ(τ − τ ′)a†
σ(τ)aσ(τ ′), (10)

where
H0 = Hi, (11)

and Jσ(τ − τ ′) is the coherent potential. This function de-
scribes the propagation of a particle in the environment
without going through the given site between moments τ
and τ ′. It is determined self-consistently from the condi-
tion that the same irreducible part determines the lattice
single-site Green’s function

Gσ(ωn) = Gσ
ii(ωn) =

1
N

∑

k

Gσ(ωn,k), (12)

Gσ(ωn,k) =
1

Ξ−1
σ (ωn) − tσk

(13)

and the Green’s function of the effective single-site
problem

Gσ(ωn) =
1

Ξ−1
σ (ωn) − Jσ(ωn)

. (14)

To investigate the Green’s functions in the time repre-
sentation the analytic continuation from the imaginary to
real axis (iωn → ω + iε) is performed:

Gσ(ωn) → Gσ(ω) = 2π〈〈aσ|a†
σ〉〉ω , (15)

Ξσ(ωn) → Ξσ(ω), Jσ(ωn) → Jσ(ω). (16)

The self-consistency condition is rewritten in the following
form

Gσ(ω) =
∫ +∞

−∞

ρ0
σ(t)dt

Ξ−1
σ (ω) − t

, (17)

where (13) is inserted into (12) and the sum over k is re-
placed by the integration with the noninteracting density
of states.
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A solution of the single-site problem (9) gives the par-
ticle Green’s function Gσ(ω) as a functional of the coher-
ent potential Jσ(ω). This dependence supplemented by
the self-consistency condition forms a closed set of equa-
tions for the single-site Green’s function and the coherent
potential.

We reformulate the single-site problem introducing an
effective Hamiltonian as it was done in reference [36]:

Heff = H0 +
∑

σ

Vσ

(
a†

σξσ+ ξ†σaσ

)
+ Hξ. (18)

The auxiliary fermionic operators ξ†σ, ξσ are introduced
to describe particle hopping between the site (H0) and
effective environment defined by the Hamiltonian Hξ. The
coherent potential is expressed as a Green’s function in the
unperturbed Hamiltonian Hξ:

Jσ(ω) = 2πV 2
σ 〈〈ξσ|ξ†σ〉〉ξω . (19)

Thus, an explicit form of Hξ is not required to solve the
problem.

3 Generalized Hubbard-III approximation

We use the single-site Hamiltonian of the asymmetric
Hubbard model written in terms of Hubbard operators

H0 = −
∑

σ

[
µσ

(
Xσσ + X22

)]
+ UX22, (20)

acting on the basis of single-site states |nA, nB〉

|0〉 = |0, 0〉, |A〉 = |1, 0〉,
|2〉 = |1, 1〉, |B〉 = |0, 1〉. (21)

In this case, the particle creation and annihilation opera-
tors are expressed as

aσ = X0σ + ζX σ̄2, (22)

and the two-time Green’s function Gσ(ω) ≡ 2π〈〈aσ|a†
σ〉〉ω

is expressed as:

Gσ = 2π
[
〈〈X0σ|Xσ0〉〉ω + ζ〈〈X0σ|X2σ̄〉〉ω

+ ζ〈〈X σ̄2|Xσ0〉〉ω + 〈〈X σ̄2|X2σ̄〉〉ω
]
, (23)

where the following notations for sort indices are used:
σ̄ = B, ζ = + for σ = A and σ̄ = A, ζ = − for σ = B.

To calculate the Green’s functions
〈〈X0σ(σ̄2)|Xσ0(2σ̄)〉〉, we use the procedure described
in details in [35,44]. The equations of motion for Hubbard
operators are used, where the commutators are projected
on the subspace formed by fermionic operators X0σ

and X σ̄2:
[
Xγ , Heff

]
= αγ

1X0σ + αγ
2X σ̄2 + Zγ . (24)

The operators Z0σ(σ̄2) are defined as orthogonal to the
operators from the basic subspace [35–37]:

〈{Z0σ(σ̄2), X0σ(σ̄2)}〉 = 0. (25)

Thus, these equations (25) determine the projecting co-
efficients α

0σ(σ̄2)
i which are expressed in terms of mean

values
ϕσ = 〈ξσ̄X σ̄0〉 + ζ〈Xσ2ξ†σ̄〉 (26)

and Apq = 〈Xpp + Xqq〉.
This procedure leads to the Green’s functions of the

〈〈Z0σ(σ̄2)|Xσ0(2σ̄)〉〉 type, and the similar procedure is ap-
plied with respect to the second time argument. As a re-
sult, we come to the Dyson equation for Gσ in a matrix
representation

Ĝσ = (1 − Ĝσ
0M̂σ)−1Ĝσ

0 , (27)

where

Ĝσ = 2π

(
〈〈X0σ|Xσ0〉〉 〈〈X0σ|X2σ̄〉〉
〈〈X σ̄2|Xσ0〉〉 〈〈X σ̄2|X2σ̄〉〉

)
, (28)

and the nonperturbed Green’s function Ĝσ
0 is

Ĝσ
0 =

1
Dσ

(
ω − bσ −ζ Vσ

A2σ̄
ϕσ

−ζ Vσ

A0σ
ϕσ ω − aσ

)(
A0σ 0
0 A2σ̄

)
, (29)

where

Dσ = (ω − aσ)(ω − bσ) − V 2
σ

A0σA2σ̄
ϕ2

σ, (30)

aσ = −µσ +
Vσ

A0σ
ϕσ, bσ = U − µσ +

Vσ

A2σ̄
ϕσ. (31)

The mass operator is equal to

M̂σ = 2π

(
A−1

0σ 0
0 A−1

2σ̄

)

×
(
〈〈Z0σ|Zσ0〉〉ir 〈〈Z0σ|Z2σ̄〉〉ir
〈〈Z σ̄2|Zσ0〉〉ir 〈〈Z σ̄2|Z2σ̄〉〉ir

) (
A−1

0σ 0
0 A−1

2σ̄

)
,

(32)

where the time correlation functions related by the spec-
tral theorem to the Green’s functions 〈〈Z|Z〉〉ir are cal-
culated using procedure of different-time decoupling [45].
This procedure differs from the decoupling scheme pro-
posed in [40] where the projecting technique and irre-
ducible Green’s functions were not used, and equations of
motion were also written for the higher order Green’s func-
tions with the subsequent decoupling of operators from
one side (with the same time). In our case, an indepen-
dent averaging of the products of operators X and ξ (with
different times) is performed in calculating 〈〈Z|Z〉〉ir func-
tions. For example,

〈ξ†σ(t)(X00 + Xσσ)t(X00 + Xσσ)ξσ〉ir

≈ 〈(X00 + Xσσ)t(X00 + Xσσ)〉〈ξ†σ(t)ξσ〉. (33)

We calculate here the correlation functions for Hubbard
operators in zero approximation

〈(X00 + Xσσ)t(X00 + Xσσ)〉 ≈ 〈(X00 + Xσσ)2〉 = A0σ.
(34)
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In this example, the following Green’s function is recon-
structed from the correlation functions using the spectral
representation [35–37,44]:

I(ω) = A0σ〈〈ξσ|ξ†σ〉〉ξω =
A0σ

2πV 2
Jσ(ω). (35)

Using the above procedure, we can obtain the final expres-
sions for the total irreducible part:

Ξ−1
σ (ω) =

[
A0σ

ω + µσ − Ωσ(ω)
+

A2σ̄

ω + µσ − U − Ωσ(ω)

]−1

+ Ωσ(ω), (36)

where

Ωσ(ω) = Jσ(ω) − Rσ(ω)
A0σA2σ̄

+
Vσϕσ

A0σA2σ̄
. (37)

The function Rσ(ω) describes effects of the scattering on
fluctuations related to the spin flip (sort change) and the
creation and annihilation of holes, doubly occupied states.
The full expression for Rσ in GH3 was given in [44] and in
the simpler case of the standard Hubbard model in [36,37].
We called such an approximate scheme of calculating the
total irreducible part the GH3 approximation.

The average values of the Hubbard operators are de-
termined using the spectral representation of correspond-
ing Green’s functions. The particle density of states is
calculated as an imaginary part of the interacting single-
particle Green’s function:

ρσ(ω) = − 1
π

lim
η→0+

Im Gσ(ω + iη) (38)

giving the concentration

nσ =
∫ +∞

−∞

ρσ(ω)dω

eβω + 1
. (39)

The Green’s functions 〈〈ξσ|Xpq〉〉ω that are required to
find ϕσ can be calculated from the exact relation

Vσ〈〈ξσ |Xpq〉〉ω = Jσ(ω)〈〈aσ|Xpq〉〉ω (40)

that supplements the GH3 scheme and was derived in ref-
erence [44].

We consider below the special case of half-filling (µA =
µB = U/2, nA = nB = 1/2), when due to the particle-hole
symmetry we have:

ϕσ = 0, Rσ(ω) = −1
2
Jσ̄(ω), (41)

Ωσ(ω) = Jσ(ω) + 2Jσ̄(ω), (42)

and

Ξ−1
σ (ω) = ω − U2

4[ω − Jσ(ω) − 2Jσ̄(ω)]
. (43)

In this case, the approximate solution of the single-site
problem gives the usual Hubbard-III approximation for
the standard Hubbard model (tA = tB, JA = JB).

In the case of the Falicov-Kimball model (tB = 0,
JB(ω) = 0) at half-filling, GH3 gives the following ex-
pression:

GB(ω) =
ω − 2JA(ω)

ω2 − U2/4 − 2ωJA(ω)
, (44)

where the coherent potential of itinerant particles (JA)
corresponding to the result of the alloy-analogy approxi-
mation is calculated exactly.

4 Other approximations to the asymmetric
Hubbard model

4.1 Hubbard-I approximation

It was the Hubbard-I approximation [2] which in the sim-
plest way described band forming in the Hubbard model
with the strong on-site repulsion U . The total irreducible
part in this approximation reads

Ξσ(ω) =
1 − nσ̄

ω + µσ
+

nσ̄

ω + µσ − U
. (45)

It is well known that the Hubbard-I approximation
gives an electron spectrum with the opened gap for any
nonzero repulsion U (Fig. 1). Thus, this approximation
cannot describe metal-insulator transitions. However, we
consider it here to estimate its applicability at large U (see
below) from a thermodynamic point of view.

The interacting single-site Green’s function Gσ(ω) is
calculated using the integration (17) with a noninteract-
ing density of states ρ0

σ(ε). The band of particles of a given
type (σ) depends here only on ρ0

σ(ε) and a concentration
of particles of the opposite type, i.e., the transfer param-
eter tσ̄ does not have an effect on Gσ(ω).

In the large-U limit (U � tσ), the density of states
has the simple form

ρH−I
σ (ω) = ρ0

σ

(
ω + µσ

1 − nσ̄

)
+ ρ0

σ

(
ω + µσ − U

nσ̄

)
. (46)

Both spectral subbands are of the same height for any
concentration values and are equal to ρ0

σ(ε) with the scaled
bandwidth.

4.2 Alloy-analogy approximation

The system with one type of particles frozen on a lat-
tice (for example when tB = 0) can be mapped onto
the problem of the electronic structure of simple binary
alloys [17,46]. The alloy-analogy approximation is the
single-site solution of the binary alloy problem within the
coherent potential approximation [47] that is exact in in-
finite dimensions. Such a mapping onto the binary alloy
is exact for the spinless Falicov-Kimball model with lo-
calized ions. Thus, the alloy-analogy approximation ex-
actly describes the band formation by the particle hopping
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Fig. 1. Density of states ρA in the alloy-analogy (solid line)
and Hubbard-I (dashed line) approximations on the Bethe lat-
tice (tA = 1) for various nB and U .

(transfer) and the interaction with the localized particles.
However, in the case of the asymmetric Hubbard model
this approximation does not include an effect of the trans-
fer of particles of another sort, like the Hubbard-I approx-
imation.

The self-energy part for the Dyson equation in the
alloy-analogy approximation reads

Σσ(ω) =
nσ̄U

1 − Gσ
ii(ω)(U − Σσ(ω))

, (47)

where the single-site Green’s function:

Gσ
ii(ω) = Gσ(ω)

=
1 − nσ̄

ω + µσ − Jσ(ω)
+

nσ̄

ω + µσ − U − Jσ(ω)
. (48)

The Larkin irreducible part Ξ−1
σ = ω + µσ − Σσ is deter-

mined by the following expression

Ξ−1
σ (ω) =

[
1 − nσ̄

ω + µσ − Jσ(ω)
+

nσ̄

ω + µσ − U − Jσ(ω)

]−1

+ Jσ(ω). (49)

This approximation is obtained in our approach when the
projecting constant ϕσ and the function Rσ(ω) in (37) are
neglected.

To compare analytically results of the alloy-analogy
approximation and the Hubbard-I approximation we can
examine the equations in infinite-U limit. The self-
consistency condition gives Jσ = t2σGσ on the Bethe lattice
with the semielliptic density of states

ρBethe
σ (ε) =

1
2πt2σ

√
4t2σ − ε2, |ε| < 2tσ. (50)
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Fig. 2. Chemical potential as a function of the concentration
in the alloy-analogy approximation (solid line) on the Bethe
lattice compared to the Hubbard-I approximation (dashed line)
and the atomic limit tσ → 0 (dotted line).

In this case, we have the following expression for the par-
ticle spectrum:

ρAA
σ (ω) =

1
2πt2σ

√
4t2σ(1 − nσ̄) − (ω + µσ)2 (51)

when |ω + µσ| < 2tσ
√

1 − nσ̄ and zero otherwise. The
height and width of this spectral band depend on the
concentration nσ̄ and they are scaled proportionally to√

1 − nσ̄ when nσ̄ changes. Therefore, the bandwidth of
the subbands (for finite U) is wider in the alloy-analogy
approximation at half-filling Figures 1A, 1C as well as off
half-filling Figures 1B, 1D. In Figure 2, the effect of wider
subbands is illustrated by the dependence of the chemical
potential µA on the concentration nA calculated using the
particle density of states (38).

5 Analytic properties at Mott transition

We consider here the metal-insulator transition at half-
filling. It is known that there is a range of the interaction
strength (Uc1(T ) < U < Uc2(T )) where metallic and insu-
lating solutions coexist for the Hubbard model at low tem-
perature in paramagnetic state [11,31,33] leading to the
first-order transition. At zero temperature when the tran-
sition is approached from the metallic side, Im Σσ(0) = 0
and the real part has the following low-frequency form [11]

Re Σσ(ω + i0+) = U/2 + (1 − 1/Z)ω + O(ω3) (52)

corresponding to Fermi liquid behaviour, where Z defines
the quasiparticle weight. Such self-energy gives particle
densities of states with a quasiparticle peak at the Fermi-
level that has the same height for different U up to the
critical value Uc = Uc2 [27]. The gap opens when Z → 0
and in the metallic phase the relation Gσ(0)Jσ(0) = −1 is
satisfied.

However, for finite temperatures the Fermi-liquid state
breaks near the transition point Uc. Therefore, Σσ(0) has
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a nonzero imaginary part [31], and the limit Z → 0 cannot
indicate the transition. In this case, the density of states
at Fermi-level continuously tends to zero. At high enough
temperatures, the Mott transition turns into a smooth
crossover from a bad metal to a bad insulator [23,48].
Another limit of the asymmetric Hubbard model (the
Falicov-Kimball model) at half-filling does not have a cen-
tral quasiparticle peak for finite temperature in the spec-
trum [20,22].

The alloy-analogy, Hubbard-III and GH3 approxima-
tions cannot describe the Fermi liquid behaviour at half-
filling. Therefore, the set of equations in these approxima-
tions cannot give a solution describing gap opening with
quasiparticle features (Uc2) and there is no coexisting so-
lutions. The processes taken into account give the only
solution corresponding to Uc1 for the Hubbard model at
low temperature. Hence, the approximations can be ap-
plied to the investigation of high temperature properties
of the system when the quasiparticle features are absent.
In this case, the gap opens continuously when the critical
energy U is approached from the metallic side.

Hereafter the term “continuous transition” means not
a thermodynamic phase transition. It concerns gap open-
ing in the spectrum.

To investigate the continuous transition in the asym-
metric Hubbard model, we derive some properties follow-
ing from the particle hole-symmetry.

5.1 Exact relations between Gσ(0), Jσ(0) and Ξσ(0)
at continuous transition at half-filling

In the case of the symmetric noninteracting density of
states

ρ0
σ(ε) = ρ0

σ(−ε) (53)

leading to the particle-hole symmetry with the properties

Gσ(ω) = −Gσ(−ω), Jσ(ω) = −Jσ(−ω) (54)

of the single-particle Green’s function and the coherent po-
tential at half-filling, the following relations can be proven

lim
U→U−

c

Jσ(0)
Gσ(0)

=
∫ +∞

−∞
ε2ρ0

σ(ε)dε, (55)

lim
U→U−

c

Gσ(0)Ξ−1
σ (0) = 1 (56)

which take place at zero frequency when the continuous
metal-insulator transition is approached from below
(when the gap opens in the particle spectrum at ω = 0).

Proof. Let us consider general properties of the Green’s
functions (Gσ , Jσ) and the total irreducible part Ξσ fol-
lowing from (54) at zero frequency. These functions can
be written in the Lehmann representation

F (ω) = − 1
π

lim
η→0+

∫ +∞

−∞

Im F (ω′ + iη)dω′

ω − ω′ . (57)

This representation shows that due to the symmetry (54)
the functions at ω = 0 are pure imaginary, and there
are three possible cases: (i) F (0) = 0; (ii) Re F (0) = 0,
Im F (0) = const; (iii) the pole of F (ω) in the real axis at
ω = 0.

An imaginary part of Gσ(ω ± i0+) defines the parti-
cle spectrum (38). When the gap continuously opens the
single-particle Green’s function tends to zero at ω = 0. It
means that Ξ−1

σ (0) is pure imaginary

lim
η→0+

Ξ−1
σ (±iη) = ±iBσ, Bσ > 0, (58)

and the gap opens (in the non-Fermi liquid state) only
when Bσ continuously increases up to infinity, i.e., the
self-energy diverges [11,31,49].

The coherent potential can be expressed from (14) as
a function of Gσ and the total irreducible part Ξσ:

Jσ

Gσ
=

Ξ−1
σ Gσ − 1

G2
σ

. (59)

Using that the noninteracting density of states is symmet-
ric (53) and normalized

∫ +∞

−∞
ρ0

σ(ε)dε = 1, (60)

we have:

Gσ = ∓iBσ

∫ +∞

−∞

ρ0
σ(ε)dε

ε2 + B2
σ

, (61)

and

GσJσ = Ξ−1
σ Gσ − 1 = −

∫ +∞

−∞

ε2ρ0
σ(ε)dε

ε2 + B2
σ

(62)

from (17).
When the critical value Uc is approached from below,

the limit Bσ → +∞ should be considered. In this limit,
inserting (61) and (62) into (59) leads to the result (55).

To prove (56), we consider three different cases depend-
ing on behaviour of the function ρ0

σ(ε) at large energies.

1. If an average kinetic energy per particle is finite, the
limit

lim
ε→∞ ε2ρ0

σ(ε) = 0 (63)

is satisfied giving the dependence GσJσ ∼ B−2
σ (62) at

large Bσ. It means that Jσ(0) → 0 at the transition.
2. When the density of states has the power-law tails of

order ε−2

lim
ε→∞ ε2ρ0

σ(ε) = const > 0, (64)

the limiting behaviour GσJσ ∼ B−1
σ is realized at the

transition. In this case a finite imaginary part of Jσ(0)
remains when Bσ → ∞, and the ratio Jσ(0)/Gσ(0)
tends to infinity (55).
An example of such a function is the Lorentzian den-
sity of states describing a lattice with long-range hop-
ping along coordinate axes

ρ0
σ(ε) =

tσ
π(ε2 + t2σ)

. (65)
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This density of states always gives a constant value for
the coherent potential:

lim
η→0+

Jσ(ω ± iη) = ∓itσ. (66)

3. The last case is when ρ0
σ(ε) ∼ ε−n, n ∈ (1, 2) at

large energy ε. The integrals (60) and (62) are con-
vergent only when n > 1. Such power-law tails give
the following limiting behaviour GσJσ ∼ 1/(Bσ)n−1

and Jσ ∼ (Bσ)2−n at large Bσ.
All these cases show that the relation

lim
U→U−

c

Gσ(0)Jσ(0) = −0 (67)

is satisfied proving the relation (56).

5.2 Critical value Uc for the Mott transition within
GH3 approximation with symmetric density of states

Due to (55), we have

Jσ(0) = W 2
σGσ(0)/4 (68)

at the Mott transition, where Wσ is the effective half-
bandwidth of the unperturbed density of states ρ0

σ:

Wσ = 2
(∫ +∞

−∞
ε2ρ0

σ(ε)dε

)1/2

. (69)

Due to Gσ(0)Ξ−1
σ (0) = 1 (56) at the transition, insert-

ing (68) into (43) yields a set of equations:

lim
U→U−

c

U2GA(0)
W 2

AGA(0) + 2W 2
BGB(0)

= 1, (70)

lim
U→U−

c

U2GB(0)
W 2

BGB(0) + 2W 2
AGA(0)

= 1. (71)

The ratio

η = lim
U→U−

c

GA(0)
GB(0)

(72)

is excluded from the set of equations, and we have the
following equation for Uc

U4
c − (W 2

A + W 2
B)U2

c − 3W 2
AW 2

B = 0 (73)

with the solution

Uc =

√
W 2

A + W 2
B + (W 4

A + W 4
B + 14W 2

AW 2
B)1/2

2
. (74)

If we put WB = 0, the expression (74) describes the
Mott-type transition in the alloy-analogy approximation
(which is exact for the Falicov-Kimball model) giving well
known results: Uc = WA = 2tA for the Bethe lattice and
Uc =

√
2tA for the hypercubic lattice with

ρhyp
σ (ε) =

1
tσ
√

π
exp

(
− ε2

t2σ

)
. (75)

In the case of the standard Hubbard model (WA = WB =
W ), we have Uc =

√
3W corresponding to the Hubbard-III

approximation at half-filling (see Refs. [11,16] for re-
views of the limits: the standard Hubbard model and the
Falicov-Kimball model).

6 Results and discussion

There are two different pairs of parameters (nA, µA

and nB, µB) in the asymmetric Hubbard model which
have to be determined from the thermodynamic equilib-
rium. Thus, various thermodynamic regimes may be con-
sidered when different pairs of the thermodynamic pa-
rameters are fixed: (µA, µB), (µA, nB), (nA, nB), etc.
It is known that there are possible phase separations
at low temperatures in the case of the Falicov-Kimball
model [35,50,51] and in the general case of the asymmet-
ric Hubbard model [7]. Besides the segregated phases, the
long-range antiferromagnetic-type ordering is possible at
low temperatures [3].

Since the investigation of the asymmetric Hubbard
model is a very complicated problem, we restrict our anal-
ysis to temperatures higher than the critical temperatures
of thermodynamic instabilities. Thus, the problem is re-
duced to the investigation of a band structure and metal-
insulator transitions at constant particle concentrations.

The simplest approximations such as the Hubbard-I
and alloy-analogy approximations describe the band of
particles generated by the particle hopping and the inter-
action with particles of another sort. These approxima-
tions can describe an effect of the transfer parameter tA
on the spectrum ρB(ω) only via the concentration nA, i.e.,
when the concentrations are fixed the band ρB(ω) does not
depend on tA, and for tA �= 0, tB = 0 the approximate
spectrum ρB(ω) has a form of two delta-peaks. However,
the alloy-analogy approximation is exact for itinerant par-
ticles in the Falicov-Kimball model when another sort of
particles is localized. Thus, this approximation can give
simple reasonable results for dependence µσ = µσ(nσ, nσ̄)
in the limit of small values of nσ̄ or tσ̄.

In the alloy-analogy approximation, the critical value
of U for the band ρσ(ω) depends only on tσ and nσ̄. Hence,
the critical repulsion depends on a sort of particles (Uc →
Uσ

c ). Even at half-filling where Uσ
c = Wσ we have UA

c �=
UB

c when tA �= tB. Such a behaviour is similar to orbital-
selective Mott transitions in the two-band Hubbard model
(for example see [52,53]). However, in this case, such a
result is rather an effect of the approximation because in
the approximation of a higher order (GH3), Uc is given by
the equation (74) and UA

c = UB
c .

The generalization of the Hubbard-III approximation
(GH3) gives the total irreducible part and the single-site
Green’s function as a functional of the coherent potentials
of both sorts of particles (see Eqs. (36)–(41)). Unlike the
alloy-analogy approximation, GH3 described broadening
of the band by the interaction with particles of another
sort, and it gives a finite bandwidth for localized particles
in the Falicov-Kimball model. In general, the spectral den-
sity in the GH3 approximation is temperature dependent;
such an approximation can be applied for systems with dif-
ferent values of the transfer parameters (both tA = tB and
tA �= tB) and various particle concentrations. However,
the approximation has some restrictions. In reference [44],
GH3 was applied to the calculation of the chemical po-
tential and spectrum of localized particles in the Falicov-
Kimball model. It was shown that the approximation gives
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Fig. 3. Densities of states of particles in the asymmetric
Hubbard model within the GH3 approximation for various val-
ues of U at half-filling on the hypercubic lattice.

better results when the concentration of itinerant particles
is low.

In the symmetric case of half-filling the approximate
density of states is independent of temperature (Fig. 3),
because the chemical potentials do not depend on tem-
perature and the projecting coefficients and coefficients
of the integral terms in Rσ(ω) (for example see [44]) are
equal to zero. In the Falicov-Kimball model at half-filling,
the approximation (44) can be compared with the exact
results [20,22]. We find that the approximation gives a
better correspondence with the exact curves at high tem-
peratures, and the best correspondence is for high U when
the exact results weakly depend on temperature [44]. Fig-
ure 3A shows that the density of states of heavy particles B
(the case of tB < tA) is in the form of a single peak for
the low interaction U . For the higher interaction strength
Figures 3B, 3C, the spectrum ρB(ω) has two subbands
with peaks which are closer to the centre (ω = 0) than
in the spectrum of light particles ρA(ω). This agrees with
the results obtained for the Falicov-Kimball model when
tB = 0.

The particle-hole symmetry at half-filling simplifies the
investigation of the problem. Such symmetry requires the
divergence (1/ω) of the self-energy at zero frequency when
the gap opens continuously [31,49]. Thus, the limit be-
haviour (55), (56) of the Green’s function and the coherent

potential at the transition (gap opening) is proven analyt-
ically, which allows us to perform some analytic analysis.

In Figure 3, the transition with the opening gap is il-
lustrated for the asymmetric Hubbard model within the
GH3 approximation. There are only continuous transi-
tions. This agrees with the continuous metal-insulator re-
construction of the spectrum at high temperatures for the
standard Hubbard model [26,31], and the fact that in the
case of the Falicov-Kimball model the gap opens continu-
ously with increasing U [16]. The spectra of both types of
particles have the same bandwidth in the approximation.
This is because it cannot describe tails of the subbands
that raise with the temperature increase as it is for local-
ized particles in the Falicov-Kimball model [20,22].

Since the effect of temperature broadening of the band
and quasiparticle features are not captured, it can be pre-
dicted that the approximation underestimate the critical
value Uc. For the Falicov-Kimball model our method gives
the exact value for Uc = WA (WB = 0) because it gives
the exact density of states of mobile particles. For the
localized particles, it was shown in [44] that the expres-
sion (44) can describe density of states ρB(ω) correctly for
large values of U and high temperature. In the opposite
limit of the standard Hubbard model, our approximation
gives large underestimation of Uc. In the GH3 approxima-
tion, Uc is equal to

√
3W ≈ 1.73W . However, it is known

that Uc should be dependent on temperature and its value
is around (2.4−2.5)W for high temperatures [26,31]. Thus,
our method gives better results near the Falicov-Kimball
limit, and it can be used as an approximation considering
the asymmetric Hubbard model as the extended Falicov-
Kimball model. For the better description of the stan-
dard Hubbard model and quasiparticle features, further
improvement is required in the decoupling scheme. For
example, it can be achieved by writing higher order equa-
tions of motion for operators from one side of the Green’s
functions.

The energy band edges as a function of U within var-
ious approximations on the Bethe lattice are displayed in
Figure 4. In the Hubbard-I approximation the spectrum is
always split having the gap and two subbands. The alloy-
analogy approximation is exact for the band of itinerant
particles when tB = 0 and it gives the critical interaction
constant UAA

c = 2tA. The GH3 approximation describes
the band which is broadened by simultaneous contribution
of the hopping of both types of particles, and the critical
value Uc > UAA

c . Because of the particle-hole symmetry
at half-filling the critical value Uc can be calculated ana-
lytically in the GH3 approximation and it is given by the
expression (74), see Figure 5. The obtained result can be
applied to various lattices (hypercubic, Bethe, etc.) when
the energy is scaled in the following way:

U∗
c =

Uc

WA
=

Uc

2

(∫ +∞

−∞
ε2ρ0

A(ε)dε

)−1/2

. (76)

It is common practice to normalize U by a typical kinetic
energy (WA) investigating the Mott transition in the stan-
dard Hubbard model [11]. In this case, such normalization
shows that the scaled result does not depend on a form
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Fig. 5. Scaled critical value U∗
c = Uc/WA (76) as a function

of tB/tA within the GH3 approximation at half-filling.

of the noninteracting density of states. For the Lorentzian
density of states (65) with long-range hopping an average
kinetic energy per particle tends to infinity (WA → ∞),
and as it was noted in reference [54], this requires an infi-
nite interaction U to drive the system insulating.

7 Conclusions

The generalization of the Hubbard-III approximation is
obtained for the asymmetric Hubbard model using the
equation of motion approach. This method combines in a
unified framework the description of the band structure
of the Falicov-Kimball model and the standard Hubbard
model. In general, the approach can be used to calculate
the particle spectrum in the system with the different par-
ticle concentrations at various temperatures, and it gives
nontrivial results for the spectrum of localized particles in
the Falicov-Kimball model.

Our method gives better results around the Falicov-
Kimball limit. Taking into account the restrictions of

approximations, GH3 can be applied to the asymmet-
ric Hubbard model when particles of one type have the
effective mass much larger than particles of other type
(tB 
 tA).

The self-consistency condition connecting mutually the
single-site Green’s function and coherent potential gives
the simple result (55) when the metal-insulator transition
(gap opening) occurs at half-filling on the lattice with a
symmetric noninteracting density of states. As a result,
we have the expression (74) in the GH3 approximation
for the critical value of U that provides a universal solu-
tion for various lattices and different values of the hopping
integrals.

Since the approximation has various restrictions, to
describe the system at half-filling with the proper tem-
perature dependence or quasiparticle peak, the approach
needs further improvement in calculating the mass oper-
ator by including higher order corrections in calculating
bosonic Green’s functions or/and by writing higher or-
der equations of motion for operators with the same time
(from one side of the Green’s functions).
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16. J.K. Freericks, V. Zlatić, Rev. Mod. Phys. 75, 1333 (2003)
17. U. Brandt, C. Mielsch, Z. Phys. B 75, 365 (1989)
18. U. Brandt, C. Mielsch, Z. Phys. B 79, 295 (1990)
19. U. Brandt, C. Mielsch, Z. Phys. B 82, 37 (1991)
20. U. Brandt, M.P. Urbanek, Z. Phys. B 89, 297 (1992)
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